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Image denoising is important in many scenarios 
• Photo sharing on social media
• Medical images denoising
• Radar images repairing

Achleshwar Luthra, et al.: Eformer: Edge Enhancement based Transformer for Medical Image Denoising. ICCV 2021



Methods for Image Denoising
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Filters
Smoother but blurred

BM3D
Find similar fragments

clean

noisy output

update

Supervised deep learning model
Loss optimization via gradient descent

Traditional methods are quickly surpassed by deep learning methods

Wim C. de Leeuw, Robert van Liere: BM3D: Motion Estimation in Time Dependent Volume Data. IEEE Visualization 2002
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clean

noisy output

update

Supervised deep learning model
Loss optimization via gradient descent

Clean images are 
hardly available in real-

world applications!
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clean

noisy output

update

Supervised deep learning model
Loss optimization via gradient descent

Clean images are 
hardly available in real-

world applications!

noisy output

Update without 
clean images

Self-supervised deep learning model
Only noisy images are available

clean



Self-supervised denoising models
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No clean image 𝑌 as guidance
     Using noisy image 𝑋 to guide training

→ Learn an identical function 𝑥′ = 𝑓 𝑋 = 𝑥 
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No clean image 𝑌 as guidance
     Using noisy image 𝑋 to guide training

→ Learn an identical function 𝑥′ = 𝑓 𝑋 = 𝑥 

Noisy image 𝑋

𝒙
Minimize loss of 𝑥′ and 𝑥

Model learns 𝑥′ = 𝑓 𝑋 = 𝑥

𝒙′
Model input includes 𝑥

Noisy image 𝑋



Self-supervised denoising models
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Solution:
Learns each pixel 𝑥 under J-invariant

That is, cutting input into subsets 𝐽 = 𝐽1, 𝐽2, ⋯ , 𝐽𝑘

Recovering 𝐽𝑖  only based on 𝐽c = 𝐽 − {𝐽𝑖}

Noisy image 𝑋

𝐽1
𝐽2

𝐽3
𝐽4
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Solution:
Learns each pixel 𝑥 under J-invariant

That is, cutting input into subsets 𝐽 = 𝐽1, 𝐽2, ⋯ , 𝐽𝑘

Recovering 𝐽𝑖  only based on 𝐽c = 𝐽 − {𝐽𝑖}

Noisy image 𝑋

𝒙𝐽1
𝐽2

𝐽3
𝐽4

Model 𝑥′ = 𝑓 𝐽𝑐 = 𝑓 𝐽2, 𝐽3, 𝐽4

Minimize loss of 𝑥′ and 𝑥

𝑓 can never learn an 
identical function 𝑓 𝑋 = 𝑥 

𝒙′

Model input excludes 𝑥

Noisy image 𝑋

𝐽1
𝐽2

𝐽3
𝐽4



Self-supervised denoising models
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Problem:
Only information from 𝐽𝑐 is used. (External information)

→Use information from the pixel itself. (Internal information)

Noisy image 𝑋

𝐽1
𝐽2

𝐽3
𝐽4

𝒙 𝒙′
Model know 𝑥

Noisy image 𝑋

𝐽1
𝐽2

𝐽3
𝐽4
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Problem:
Only information from 𝐽𝑐 is used. (External information)

→Use information from the pixel itself. (Internal information)

Noisy image 𝑋

𝐽1
𝐽2

𝐽3
𝐽4

𝒙

Output 𝑥′ = 𝑓 𝐽𝑐 , 𝐽1

Minimize a special loss to leverage 
external and internal information

𝒙′
Model know 𝑥

Noisy image 𝑋

𝐽1
𝐽2

𝐽3
𝐽4
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Problem:
Only information from 𝐽𝑐 is used. (External information)

→Use information from the pixel itself. (Internal information)

ℒ ℱ, 𝑋 = ℒ𝑖𝑛 + 2𝜎𝑛ℒ𝑒𝑥

Internal loss External loss

The standard deviation of the noise

Yaochen Xie, Zhengyang Wang, Shuiwang Ji: Noise2Same: Optimizing A Self-Supervised Bound for Image Denoising. NeurIPS 2020
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14

Problem:
𝜎𝑛 is still unknown in real-world applications.

ℒ ℱ, 𝑋 = ℒ𝑖𝑛 + 2𝜎𝑛ℒ𝑒𝑥

The standard deviation of the noise
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Problem:
𝜎𝑛 is still unknown in real-world applications.

This motivates us to design a totally self-supervised method considering 
both internal and external information.
→ derive 𝜎𝑛-related information only using the noisy images

ℒ ℱ, 𝑋 = ℒ𝑖𝑛 + 2𝜎𝑛ℒ𝑒𝑥

The standard deviation of the noise
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Notations
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Noisy Image

𝑋 ∈ ℝℎ×𝑤×𝑐

𝑁 = 𝑌 − 𝑋
Noise Map

Clean Image

𝑌 ∈ ℝℎ×𝑤×𝑐
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Noisy Image

𝑋 ∈ ℝℎ×𝑤×𝑐

Trained model ℱ: ℝℎ×𝑤×𝑐 → ℝℎ×𝑤×𝑐

Minimize loss:
ℒ ℱ, 𝑋 = 𝔼𝑋,𝑌| ℱ 𝑋 − 𝑌 |

Clean Image

𝑌 ∈ ℝℎ×𝑤×𝑐
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Noisy Image

𝑋 ∈ ℝℎ×𝑤×𝑐

Trained model ℱ: ℝℎ×𝑤×𝑐 → ℝℎ×𝑤×𝑐

Minimize loss:

ℒ ℱ, 𝑋 = 𝔼𝑋||ℱ 𝑋𝐽𝑐
− 𝑋𝐽𝑖

||

Clean Image

𝑌 ∈ ℝℎ×𝑤×𝑐
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Trained model ℱ: ℝℎ×𝑤×𝑐 → ℝℎ×𝑤×𝑐

Minimize loss:

ℒ ℱ, 𝑋 = 𝔼𝑋||ℱ 𝑋𝐽𝑐
− 𝑋𝐽𝑖

||

Train model ℱ to consider 
internal information (𝑋𝐽𝑖

)

model ℱ only considers 
external information (𝑋𝐽𝑐

)

Noisy Image

𝑋 ∈ ℝℎ×𝑤×𝑐
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ℒ ℱ, 𝑋 = 𝔼𝑋,𝑌 ||ℱ 𝑋𝐽𝑐
, 𝑋𝐽𝑖

− 𝑌||2 + ||𝑋 − 𝑌||2

≤ 𝔼𝑋 ℱ 𝑋 − 𝑋
2

+2𝜎𝑛 ⋅ 𝑚𝔼𝐽 𝔼||ℱ 𝑋 𝐽 − ℱ 𝑋𝐽𝑐 𝐽
||2/ 𝐽

1/2

= ℒ𝑖𝑛 + 2𝜎𝑛ℒ𝑒𝑥

Train model ℱ to consider internal information

ℒ𝑖𝑛 and ℒ𝑒𝑥 only need noisy image, 
but 𝜎𝑛 still needs information of noise

Supervised loss Constant

Yaochen Xie, Zhengyang Wang, Shuiwang Ji: Noise2Same: Optimizing A Self-Supervised Bound for Image Denoising. NeurIPS 2020
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Train model ℱ to consider internal information

ℒ𝑖𝑛 and ℒ𝑒𝑥 only need images image, 
but 𝜎𝑛 still needs information of noise

Problem 
How to estimate 𝜎𝑛 only based on noisy 
images, so that the method is end-to-
end self-supervised?
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Proposed Approaches
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1. A theoretical upper bound

We first propose a bound for 𝜎𝑛

𝜎𝑛 ≤
ℒ𝑒𝑥 + ℒ𝑒𝑥

2 + 𝑚 ℒ𝑖𝑛 − 𝐸𝑋,𝑌 ||ℱ 𝑋 − 𝒀||2

𝑚
,

where all the terms are tractable except 𝒀, 

which is the clean image.
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1. A theoretical upper bound

We first propose a bound for 𝜎𝑛

𝜎𝑛 ≤
ℒ𝑒𝑥 + ℒ𝑒𝑥

2 + 𝑚 ℒ𝑖𝑛 − 𝐸𝑋,𝑌 ||ℱ 𝑋 − 𝒀||2

𝑚
,

where all the terms are tractable except 𝒀, 

which is the clean image.

We further transform the intractable term:

𝐸𝑋,𝑌 | ℱ 𝑋 − 𝒀 |2

= 𝐸𝑋,𝑌 | 𝑋 − 𝒀 − 𝑋 − ℱ 𝑋 |2

= 𝐸𝑋,𝑁 ||𝑵 − ෩𝑁 𝑋 ||2

“noise” removed by 
our model (tractable)

real noise 
(intractable)

2. Transformation
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1. A theoretical upper bound

We further transform the intractable term:

𝐸𝑋,𝑌 | ℱ 𝑋 − 𝒀 |2

= 𝐸𝑋,𝑌 | 𝑋 − 𝒀 − 𝑋 − ℱ 𝑋 |2

= 𝐸𝑋,𝑁 ||𝑵 − ෩𝑁 𝑋 ||2

“noise” removed by 
our model (tractable)

real noise 
(intractable)

2. Transformation

As the distribution of noise 𝑵 is unknown, 

we use the maximum likelihood estimation 

(MLE) 𝓝∗of removed noise to get a smaller 

estimation of the original term.

𝐸𝑋,𝑁∗ ||𝑵∗ − ෩𝑁 𝑋 ||2

3. Transfer to tractable distribution

Using 𝓝∗, we can sample 𝑁∗ for estimation.
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1. A theoretical upper bound 2. Transformation

As the distribution of noise 𝑵 is unknown, 

we use the maximum likelihood estimation 

(MLE) 𝓝∗of removed noise to get a smaller 

estimation of the original term.

𝐸𝑋,𝑁∗ ||𝑵∗ − ෩𝑁 𝑋 ||2

3. Transfer to tractable distribution

Using 𝓝∗, we can sample 𝑁∗ for estimation.

The derived MLE of removed noise is 

shown in the following lemma
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1. A theoretical upper bound 2. Transformation

As the distribution of noise 𝑵 is unknown, 

we use the maximum likelihood estimation 

(MLE) 𝓝∗of removed noise to get a smaller 

estimation of the original term.

𝐸𝑋,𝑁∗ ||𝑵∗ − ෩𝑁 𝑋 ||2

3. Transfer to tractable distribution

Using 𝓝∗, we can sample 𝑁∗ for estimation.

4. Relaxation to tractable estimation
In each batch, the 𝑘 sampled pixels 𝑁∗ are 

index-free. How they map to the 𝑘 pixels in  

෩𝑁 𝑋  is still unknown.

We derive a tractable bound, which is the 

optimal case when model is well-trained.



Proposed Approaches

31

1. A theoretical upper bound 2. Transformation

3. Transfer to tractable distribution 4. Relaxation to tractable estimation
In each batch, the 𝑘 sampled pixels 𝑁∗ are 

index-free. How they map to the 𝑘 pixels in  

෩𝑁 𝑋  is still unknown.

We derive a tractable bound, which is the 

optimal case when model is well-trained.

The bound is given in the 

following lemma
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1. A theoretical upper bound 2. Transformation

3. Transfer to tractable distribution 4. Relaxation to tractable estimation

An overall training algorithm Noise2Info.

 Update model and estimate 𝜎𝑛 alternatively

5. Training and updating algorithm
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Experimental Setting
⚫ Benchmark Datasets (Self-supervised denoising)

⚫ ImageNet 

⚫ Hanzi

⚫ BSD68

⚫ Real-World Datasets
⚫ SIDD

⚫ PolyU

⚫ Synthetic Datasets
⚫ Inject different scales of noise

⚫ Inject different types of noise

34
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Experimental Setting
Tested Algorithms

• Traditional methods
• NLM
• BM3D

• Supervised methods
• Noise2True
• Noise2Noise

• Self-supervised methods
• Noise2Void
• Noise2Self
• ConvBS
• Noise2Same



Experimental Results
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Performance of self-supervised methods with donut masking. 
Our Noise2Info outperforms other methods on 3 benchmarks.
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Metric: Peak Signal-to-Noise Ratio (PSNR) evaluates the similarity between two images. 
The larger the better.
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Experimental Results
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Performance of self-supervised methods on 2 types of noise out 
of our theory assumption (zero-mean and signal independent). 

Our Noise2Info outperforms other methods on 3 types of noise.

Metric: Peak Signal-to-Noise Ratio (PSNR) evaluates the similarity between two images. 
The larger the better.
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The estimation 𝜎𝑙𝑜𝑠𝑠

gets closer to 𝜎𝑛 as 
training steps increase  

Our estimation 𝜎𝑙𝑜𝑠𝑠 closely 
upper bound the real 𝜎𝑛

Estimation 𝝈𝒍𝒐𝒔𝒔 0.6006 0.7818 0.8710 0.9187

Real std 𝝈𝒏 0.5845 0.7683 0.8593 0.9075

Estimation and real 𝜎𝑛 on Hanzi dataset
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Thank You
      Q&A

The code and datasets
https://github.com/dominatorX/Noise2Info-code 

https://github.com/dominatorX/Noise2Info-code
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