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Background

Image denoising is important in many scenarios
* Photo sharing on social media
 Medical images denoising
 Radar images repairing

Achleshwar Luthra, et al.: Eformer: Edge Enhancement based Transformer for Medical Image Denoising. ICCV 2021



Methods for Image Denoising

Traditional methods are quickly surpassed by deep learning methods

Filters BM3D Supervised deep learning model
Smoother but blurred Find similar fragments Loss optimization via gradient descent

Wim C. de Leeuw, Robert van Liere: BM3D: Motion Estimation in Time Dependent Volume Data. IEEE Visualization 2002



Methods for Image Denoising

Clean images are
hardly available in real-
world applications!

Supervised deep learning model
Loss optimization via gradient descent



Methods for Image Denoising

Clean images are
hardly available in real-
world applications!

Update without

Self-supervised deep learning model Supervised deep learning model
Only noisy images are available Loss optimization via gradient descent



Self-supervised denoising models

No clean image Y as guidance
Using noisy image X to guide training
— Learn an identical function x’ = f(X) = x




Self-supervised denoising models

No clean image Y as guidance
Using noisy image X to guide training
— Learn an identical function x’ = f(X) = x

B Model input includes x

—= - Minimize loss of x’ and x e \
N

Model learns x' = f(X) = x

Noisy image X Noisy image X



Self-supervised denoising models

Solution:

Learns each pixel x under J-invariant
That is, cutting input into subsets | = [J1, /5, ***, Ji]
Recovering J; only based on J. = ] — {J;}

J1 .
o [

J3

Noisy image X




Self-supervised denoising models

Solution:

Learns each pixel x under J-invariant
That is, cutting input into subsets | = [J1, /5, ***, Ji]
Recovering J; only based on J. = ] — {J;}

. Model input excludes x .
i = ——
Model x" = f(J.) = fU2,J3.J4) \
o o . !
I Minimize loss of x” and x N
e C f can never learn an S _
Noisy image X identical function f(X) = x Noisy image X



Self-supervised denoising models

Problem:
Only information from J. is used. (External information)

—Use information from the pixel itself. (Internal information)

; B Model know x ; B
1 e > x’ 1

e NG
J3 VE

L L

Noisy image X Noisy image X



Self-supervised denoising models

Problem:
Only information from J. is used. (External information)

—Use information from the pixel itself. (Internal information)

; B Model know x ; B
1 ../v X > x’ 1 .
Output x” = f [/ /1D § . -
; Minimize a special loss to leverage Ny
: o external and internal information - o
Noisy image X Noisy image X



Self-supervised denoising models

Problem:
Only information from J. is used. (External information)

—Use information from the pixel itself. (Internal information)

Internal loss External loss

1 1

L(F,X) =L, + 20,L,,

I

The standard deviation of the noise

Yaochen Xie, Zhengyang Wang, Shuiwang Ji: Noise2Same: Optimizing A Self-Supervised Bound for Image Denoising. NeurlPS 2020



Self-supervised denoising models

Problem:
o, is still unknown in real-world applications.

L(F,X) =L, + 20,L,,

I

The standard deviation of the noise



Self-supervised denoising models

Problem:
o, is still unknown in real-world applications.

This motivates us to design a totally self-supervised method considering
both internal and external information.
— derive g,,-related information only using the noisy images

L(F,X) =L, + 20,L,,

I

The standard deviation of the noise
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Notations

Noisy Image

X € ]RhXWXC

Clean Image

YERhXWXC
N=Y-—-X

Noise Map

N
PRIt




Supervised Learning

Noisy Image Clean Image
Y € ]RhXWXC Y € ]RhXWXC

Trained model F: RPWxc — Rhxwxce

Minimize loss:
L(F,X) =Exy||FX) =Y




Self-Supervised Learning

Noisy Image Clean | e
X E RhXWXC Y E RhXWXC

Trained model F: R>Xwxc _, Rhxwxc
Minimize loss:

L(F,X) = Ex||F(X;) — X1




Self-Supervised Learning

Train model F to consider
internal information (X;)

I

Noisy Image model F only considers
X e RWwx¢  external information (X, )

L(F, X) = Ex||F (X)) = X), 11




Self-Supervised Learning

Train model F to consider internal information
Supervised loss Constant

L(F,X) = Exy[IF (X, X)) = YIIH+[I1X = Y]
2
< Ex||F () — X||
1/2
+20, - mE; |EIF (0, = F(x,) 112/1]1]
= Ly +20,L,,

L;, and L,, only need noisy image,
but g, still needs information of noise

Yaochen Xie, Zhengyang Wang, Shuiwang Ji: Noise2Same: Optimizing A Self-Supervised Bound for Image Denoising. NeurlPS 2020



Self-Supervised Learning

Train model F to consider internal information

Problem

How to estimate o,, only based on noisy
images, so that the method is end-to-
end self-supervised?

L;» and L,, only need images image,
but g, still needs information of noise
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Proposed Approaches

' 1. A theoretical upper bound

We first propose a bound for g,

Lex + \/Lgx + m(Lin - EX,Y[”T(X) )
Op < )
" 1

where all the terms are tractable except Y,

which is the clean image.



Proposed Approaches

' 1. A theoretical upper bound | 2. Transformation

We first propose a bound for g, We further transform the intractable term:

2+ m Exy [I7(0) = Y117]

= Exy[l|(X = V) — (X = FC0O)|[?]
— EX,N“@F]
( )

“noise” removed by

our model (tractable)



Proposed Approaches

1. A theoretical upper bound | 2. Transformation

3. Transfer to tractable distribution

As the distribution of noise N is unknown,
we use the maximum likelihood estimation
(MLE) V" of removed noise to get a smaller
estimation of the original term.

Exne| — N(X)||?]

real noise { }
Using V", we can sample N~ for estimation. (




Proposed Approaches

1. A theoretical upper bound | 2. Transformation

3. Transfer to tractable distribution

The derived MILE of removed noise is

shown in the following lemma

(MLE) V*
Lemma 2 (MLE of samples from n). We denote the max-
imum likelihood estimation of n as n* ~ A, which has
distribution:

P(n* = fﬂ\:{.ij) — (mq)_l ‘v’f\}f} €n, (8)

. . . ey NTLE) AT AR R A
Usmg N*’ we can sample N* for estimation. where N represents I\ (X)), for short.




Proposed Approaches

1. A theoretical upper bound | 2. Transformation

3. Transfer to tractable distribution | 4. Relaxation to tractable estimation
In each batch, the k sampled pixels N are

index-free. How they map to the k pixels in

(MLE) V°* N (X) is still unknown.

We derive a tractable bound, which is the
optimal case when model is well-trained.

Using IV, we can sample N* for estimation. b= En- }

Ex {i(h"{f} — N(X)u,)?



Proposed Approaches

1. A theoretical upper bound | 2. Transformation

3. Transfer to tractable distribution | 4. Relaxation to tractable estimation
In each batch, the k sampled pixels N are

The bound is given in the . .
index-free. How they map to the k pixels in

following lemma ~
N (X) is still unknown.

Lemma 3. Given the sampled noise map N* from A7,
we sort the m pixels of the removed noise map N(X)
({N(X)j}}”;l} in increasing order and define the index

list as {ugruz, -}, icn N(X)ay < N(X)uy < We derive a tractable bound, which is the
f\‘-"(X)us. << N(X)um. Simi.’cu‘f_\‘., we d'.(j‘ﬁ.’.’(-’ rh(;*imz'c{\'
:’::r{;;:lf ij;i{c‘cf.sjf;ii_}-s;;}ji{;s:i:*?pf‘c d noise pixels {f\'j }j=1 O ptl m a | Ca Se Wh e nm Od el isS WEl I_t ra in ed .
En-Ex(> (V- N(X),)7] |- ik . .
f:l :_:'EN' " E}( Z (f\"':;_ — 4'?\'" (.X ) U )2
SEn-Ex[ (NV;, - N(X).,)7) (10) Lf:l
J=1




Proposed Approaches

1. A theoretical upper bound | 2. Transformation

3. Transfer to tractable distribution | 4. Relaxation to tractable estimation

5. Training and updating algorithm Algorithm 2 Noise2Info
. . . Input: The denoising model F, noisy images X =
An overall training algorlthm NOlSEZInfO' {X(")}le.the number of epochs k., the number of sam-
Update model and estimate o aIternativer ples for model updation k; and o,, estimation k.
{—? ———————————————————— n o _C A Initialize o555 < 1.

| o . : forﬂ—ltok.rdo |
S i ———— - Update F vialoss L;,, + 207,.. L., With k; samples.
o} .. « Algorithm 1(F, k, noisy images, k,,.)
if 0], .. < 01055 then
Oloss +— J;oss

end if
I 1 1
| Update ¢ ) Fix | end for N
I Gios (B) Estimate the upper bound of 0, as Algo.| (F,{X}) & I Return: model F for dEHUlS]ﬂg
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Experimental Setting

e Benchmark Datasets (Self-supervised denoising)

ImageNet
Hanzi
BSD68

e Real-World Datasets

SIDD
PolyU

e Synthetic Datasets

Inject different scales of noise

Inject different types of noise



Experimental Setting

Tested Algorithms

e Traditional methods
* NLM
* BM3D

e Supervised methods
* Noise2True
* Noise2Noise

* Self-supervised methods
* Noise2Void
* Noise2Self
* ConvBS
* Noise2Same



Experimental Results

Metric: Peak Signal-to-Noise Ratio (PSNR) evaluates the similarity between two images.
The larger the better.

PSNR of denoising output

30

27.15 27.28

25

20 20.89 |21:63 21.42
15
13.84 13.98
1
10.7

Hanzi

better

(@)

(%]

ImageNet BSD68

B ConvBS ™ Noise2Void ™ Noise2Self Noise2Same ™ Ours

Performance of self-supervised methods with donut masking.
Our Noise2Info outperforms other methods on 3 benchmarks.



Experimental Results

Metric: Peak Signal-to-Noise Ratio (PSNR) evaluates the similarity between two images.
The larger the better.

Table 5: The performance on the Hanzi dataset on more noise types. N2§S denotes Noise25ame (0j,ss = 0,). FBI [0] i1s a
denoising method designed for Poisson-Gaussian noise.

Types of injected noises
Model Poisson-Gaussian (A) Poisson-Gaussian (B) Pepper
on = 0.8181, . = 0.0002 on = 1032, p = 6.34 on = 0.8492, p = 0.3037
PSNR Tloss PSNR Tloss PSNR Tloss
Noise2Void 18.88 - 17.93 - 23.77 -
Noise2Self 18.91 - 17.57 - 22.19 -
Noise2Same 18.91 0.8181 14.49 10.32 24.35 (.8492
EFBI [©] 18.87 N/A 6.54 N/A N/A N/A
Noise2Info 19.11 0.8317 18.52 0.8551 24.96 0.7043

Performance of self-supervised methods on 2 types of noise out
of our theory assumption (zero-mean and signal independent).
Our Noise2Info outperforms other methods on 3 types of noise.



Experimental Results

Estimation and real g,, on Hanzi dataset

S| 0.6006 | 07818 | 08710 | 0.9187 Our estimation 0y, closely
upper bound the real g,
Real std o, 0.5845 | 0.7683 | 0.8593 | 0.9075
0.85
— Oloss 1.001 — Ojoss

0.801 —— 0,=0.5043 —— 0,=0.8593

0.75- 0.971 ] ]

070 ™ The estimation oy,
30.651 s
S . gets closer to g, as

055 0.8/ training steps increase

0.501

04351 102 103 104 0-83 51 102 103 10

steps steps
(a) Hanzi data set. (b) BSD68 data set.

Oloss €Stimation in different training steps.



Thank You
Q&A

The code and datasets
https://github.com/dominatorX/Noise2Info-code



https://github.com/dominatorX/Noise2Info-code
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